Neuromorphic chips
for the Artificial Brain
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Siliconbased artificial intelligence is not efficient
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HOW A NEW
UNDERSTANDING OF
THE BRAIN WILL LEAD TO
THE CREATION OF
TRULY INTELLIGENT
MACHINES
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ArtificialiInformation processor vs.
Biological information process(

Core 2 Duo Brain
A 65 watts A10 watts
A 291 million transistors A100billion neurons
A>200nW/transistor A~100pW/neuron
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Neuromorphic Computation

Even the simplest brain is superior to a super computer,
the secret: ARCHITECTURE!

Human brain:

- 10° neurons/ cm?

- 10%°synapses/ cm?

- 2mW /cm?

Total power consumption: 20 Watts

Computation

v Electrical

Memristors:
Cheap

Power efficient
Small

Main memory

From: Versace, M. & Chandler, B. The brain of a new machine. Spectrum, IEEE (2010).



Hardware vs. Wetware Tounderstand the difference between the architecture of the brain and a standard
computer, compare the path of a hypothetical bit of data in a brain with that in a brain simulation.

BRAIN in the mammalian brain,
storage and computation happen

at the same time and in the same
place. Neuron 1 sends a signal down
the axon to Neuron 2. The synapse of
Neuron 2 evaluates the importance

of the information coming from
Neuron 1 by contrasting it with its
own previous state and the strength
of its connection to Neuron 1. Then,
these two pieces of information—

the information from Neuron 1 and
the state of Neuron 2's synapse—
flow toward the body of Neuron 2
over the dendrites. By the time that
information reaches the body of
Neuron 2, there is only a single value—
all computation has already taken
place during the information transfer.
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COMPUTER ona computer, the

memory and processor are physically
separated—a significant physical
distance separates the areas where the
datais stored from the areas where it

is manipulated. Modeling just a single
synapse requires the following to happen
in the machinery: The synapse’s stateisin
a location in main memory. To change that
state, a signal must originate somewhere
on the processor, travel to the edge of
the processor, be packaged for transfer
over the main bus, travel between 2 and
10 centimeters to reach the physical
memory, and then be unpackaged to
actually access the desired memory
location. Multiplying that sequence by

up to 8000 synapses—as many asina
single rat neuron—and then again by the
brain’s billions of neurons yields a single
millisecond of brain activity.

Main memory
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Motivation andObjective
of neuromorphicengineering

Problem

AAs compared to biological Sys
machines are less efficient by a factor of a million to a billion
In complex environments.

AFor intelligent machines to be useful, they must compete
with biological systems.

Human Cortex Computer Simulation for
Cerebral Cortex

20 Watts 1010 Watts

1.4 Liter 4x 1010 Ljters

Objective

ADevelop electronic, neuromorphic machine technology that
scales to biological level for efficient artificial intelligence.



WhyNeuromorphidengineering?

Interest in exploring Interest in building
neuroscience neurally inspired systems

Key Advantages

AThe system is dynamic: adaptation

AWhat if our primitive gates were a neuron computation?
a synapse computation? a piece of dendritic cable?

A Efficient implementations compute their memory elements
I more efficient than directly reading all theefficients



Biology and Silicon Devices

Similar physics of biological channels anah punctions

ADrift and Diffusion equations form a built Barrier
(Nernst equation for cable theory)

AExponential distribution of particles
(lons in biology and electrons/holes in silicon)

Both biological channels and transistors have mechanism
that modulates a



Neuromorphic Architectures

« Computer architectures that are similar to biological brains; computer architectures that implement
artificial neural networks in hardware.
+ Functional units are composed of neurons, axons, synapses, and dendrites.

+ Synapses are connections between two neurons
= Remembers previous state, updates to a new state, holds the weight of the connection

+ Axons and dendrites connect to many neurons/synapses, like long range bus.
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BIOLOGICAL INSPIRATION

Neuromorphic technology is based on neurons and neural circuits in the brain.
Like the brain, it uses much less power than standard computer chips.

Each neuron has about 10,000
of these tiny junctions, which
receive signals in the form of
voltage spikes coming in from
other neurons.

Each emulated neuron
receives signals through
several thousand of these
links, which are often much

simpler than biological
synapses.

Emulated neuron

Neuron cell body

in both real neurons and
neuromorphic versions,
voltages and currents vary
smoothly rather than jump
in digital fashion from one
discrete value to another.

Both real and emulated
neurons add up, or integrate,
incoming signals until they
pass a threshold and ‘fire’,
producing an outgoing seres
of voltage spikes.

This fibre, which can be up to
1 metre long, transmits the
voltage spikes to other neurons,

 Wire

This mimics the axon, and
carnes the voltage spikes to
other emulated neurons,



Inspiration

BiologicalScale Neuromorphic Electronic Devices

Human NeoCortex Neuromorphic Electronics

1010 intersection/cm? in crossbar

~1010 2
10*° synapses/cm arrays w/ 100 nm pitch

~10° Neurons/cm? ~5x108 transistors/cm? in state of the

art CMOS
~5 x 108 long range axons ~30 Gbit/sec multiplexed digital
@ ~1 Hz addressing

ConclusionGross statistics of biological neural systems might be
realized in modern electronics.
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Why Analog?

AMuch lower power than digital

ACan perform many computations faster and more
efficiently than digital in a more complicated way.

AFollows the same physical laws as biological systems



AnalogPower Savings

% w GeneoO0Os Law
= \ APower consumption of integrated circuits
D 1omwl | decreases exponentially over time
< Programmable\ AFol |l ows Mooreds Law
B omw A”a'ogsz\‘,’ivrfgs A Analog computation yields tremendous
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Y ear

e.g., Analog Cochlear Model

A32subbands at 44.1kHz

AAnalog consumes <5 W

Acf. Digital CM consumes ~5mW (audio -streamlined DSP)
AAnalog power savings of >1000 times



Bio-InspiredSystems using analodgligital

Smart Embedded
Sensors

uHearing Aids
oCochlear Implants

Low-Power Analog

wConsumer Electronics
wimplantable Devices
wSubthreshold Design

Analog Programmability Powerful MixedSignal Systems
i Provides digital features to R tond éc(ggp:;r
T the analog domain —— P

: aProgrammability R s
wAccuracy

oRReconfigurability ) :
w{AtAO2Yy {AYydAl uAzye Analog alleviates the burden of the digital



Synapse: Thememristor(memory resistor)

AThememristor(memoryresistor)is a missing no#inear passive two

terminal electrical component relating electric charge and magne
flux linkage (Circuitheorist LeonChua, 1971).

AThememristorwould hypothetically operate in the followingay:
Thememristor'selectrical resistance is not constant but depends ¢
the history of current that had previously flowed through the devic

l.e., its present resistance depends on how much electric charge
flowed in what direction through it in the past.

AThedevice remembers its historythe socalled nonvolatility
property. When the electric power supply is turned off, the
memristorremembers its most recent resistance until it is turned ¢
again This is a basic element foeuromorphicchips.



WHAT IS IT¢

"Neuromorphic engineering, also known as
neuromorphic computing started as a concept developed
by Carver Mead in the late 1980s, describing the use of
very-large-scale integration (VLSI) systems containing
electronic analogue circuits to mimic neurobiological
architectures present in the nervous system."

- Easton, 2015



Neuromorphiengineering

AA key aspect afieuromorphicengineering is understanding how the
morphology of individual neurons, circuits, applications, and over
architectures creates desirable computations, affects how
Information is represented, influences robustness to damage,
Incorporates learning and development, adapts to local change
(plasticity), and facilitates evolutionary change.

Alnrecent times the terrmeuromorphichas been used to describe
analog, digital, and mixeohode analog/digital VLSI and software
systems that implement models of neural systems (for perception
motor control, or multisensory integration).

ATheimplementation ofneuromorphiccomputing on the hardware
level can be realized by oxub@sedmemristors threshold switches
and transistors
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NeuromorphiéBio-Mimetic Engineering

Neuromorphic /Bio -Mimetic Engineering & Using biology to inspire better engineering
A High -quality processing
A Low power consumption

kS
L

Neurons

ASystems that learn
ASystems that adapt
ANeural networks
AUnderstanding biology

Electronic Nose

AOSni ff out o

AChemical sensors
ADrug traffic control
ABio terror detection

~—  Choroid

Vein (central retinal)

e

Sensorimotor Systems
Alntelligent robotics
Alntelligent controls
ALocomotive systems

Silicon Retina
ACMOS imagers
Alntelligent imagers
ARetinal implants

1 Audio Systems

AAudio front ends
ASignal processing systems
AHearing aids

| ACochlear implants



Analog VLSI
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A Carver Mead and his students
pioneered the development
aVLStechnology for use in
neural circuits

which electronically emulated
the first 3 layers of the retina



Verylargescale integration (VLSI)

AVerylargescale integration (VLSI) is the process of creating an
Integrated circuit (IC) by combining thousands of transistors Iinto &
single chip. VLSI began in the 1970s when complex semiconduct
and communication technologies were being developed.

AThemicroprocessor is a VLSI device. Before the introduction of VI
technologymost ICs had a limited set of functions they could
perform.

A Anelectronic circuit might consist of a CPU, ROM, RAM and othe
logic gatesVLSI lets IC designers add all of these into one chip.






