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Fig. 4. Occurrence histograms of the significant partial coherence (A) and PDC
values (B) in frequency domain grouped assuming multiple Gaussian distri-
butions: frequency-dependent clusters are apparent, largely dividing both
spectra into 2 (high- and low-frequency) groups.

spectra or outcomes of the network analyses, and thus the null
hypothesis testing for the absence of correlation between the
respiration and PDC noise level cannot be rejected.

As for human studies, despite the difference in respiration
frequency characteristics and acquisition conditions, the high
field strength (i.e., 9.4 T) used in the current study precludes
the possibility of significant respiration-related noise contribu-
tion in the human resting-state fMRI, which is usually con-
ducted in relatively low magnetic fields.

As a result of frequency-domain analyses, we identified two
main frequency bands using occurrence histograms (Fig. 4).
Interestingly, despite the absence of high-frequency peaks in the
in vivo power spectrum (Fig. 2), the histograms clearly revealed
the statistically significant high-frequency components in both
partial coherence and PDC values. This finding experimentally
shows that distinctive peaks in the power spectrum may not be
required to support the statistically significant coherence among
MRI time series. For both the partial coherence and PDC meth-
ods, constructed neural networks were highly dependent on the
frequency band (Fig. 5, B and C), in which both similar and
different connections were present across the frequency bands. Such
apparent dependence on frequency suggests that the neural connec-
tion between a pair of brain regions uses a specific frequency route
and also that a single connection may use multiple frequency bands
for transporting resting-state signals. In particular, as demonstrated by
the PDC analysis, variations in the causality among different brain
regions and its frequency dependence may reflect diverse multiple
signal sources within a resting-state connection, which lead us to posit
further that a specific combination of causality and frequency repre-
sents the functionally unique resting-state signal.

Bidirectional connections defined in the PDC results for phys-
ically close regions (i.e., M;/M,, CPu, and TA) are likely caused
by interactions between the neural dendrites. A major anatomical
connection such as the corpus callosum is likely responsible for
driving similarly strong interhemispheric, bidirectional links be-
tween all bilaterally homologous cortical and subcortical regions.
However, we cannot rule out the possibility that common neural
inputs interactively affect the entire sensorimotor system via
afferent thalamic pathway. On the other hand, it is notable that
these interhemispheric connections delineated by PDC prevail
mostly in the low-frequency band. Despite the high connection
strength and wide frequency distribution of the significant PDC
values (Figs. 3C and 5C), these interhemispheric, bidirectional
connectivities between bilaterally homologous regions (i.e., M,/

M,, CPu, and TA) are not supported by the high-frequency
components. An exception is the S, connection, which is present
in both the low- and high-frequency bands. On the contrary, when
identified by partial coherence, these connections between bilat-
erally homologous regions are nearly invariable and not depen-
dent on the frequency. Such difference between partial coherence
and PDC might be derived from the filtration of indirect pathways
by the PDC analysis. Since the PDC method have an advantage in
distinguishing direct from indirect pathways (Baccald and
Sameshima 2001; Yamashita et al. 2005), it would be suggested
that underlying characteristics of the causal connectivity can be
revealed by the comparison between the partial coherence and
PDC values. As results, we infer that these interhemispheric
connections between the bilaterally homologous regions are indi-
rect in the high-frequency band.

We observed significant unidirectional connections from the
cortex (M,/M,) to the thalamus (TA) and from the cortex (S,) to
the basal ganglia (CPu); to the best of our knowledge, these
connections have not been previously reported in resting-state
time series. Among these unidirectional connections we observed,
most notable was corticothalamic connectivity, which exhibited a
robust unidirectional causal connection from the motor cortex to
the thalamus in the PDC connectivity map (Figs. 3C and 5C).
However, results from previous resting-state connectivity studies
do not favor strong signal connections between the thalamus and
cortex. Irrespective of causality, a number of resting studies have
reported thalamocortical connectivity with only a weak correla-
tion value (Majeed et al. 2009; Pawela et al. 2008; Salvador et al.
2005; Schwarz et al. 2009); in other studies, this connectivity was
undetected altogether (Fukunaga et al. 2006; Moosmann et al.
2003; Zhao et al. 2008). Anatomically, substantial bidirectional
paths, consisting of both afferent and efferent links, connect the
thalamus and cortex (Killackey and Sherman 2003). In addition to
relaying afferent inputs from the sensory cortex to the cerebral
cortex, a major portion of the thalamic circuitry is massively
innervated by fibers arising from the cortex itself. This cortico-
thalamic projection is known to supply the major source of
excitatory synapses on thalamic neurons; corticothalamic syn-
apses largely exceed the number of afferent synapses, supporting
the observed unidirectional and dominant influence from the
cortex. On the other hand, our previous study showed that both the
thalamus and the S; hemodynamically responded during electrical
forelimb stimulation (Kim et al. 2005, 2006), in which the tha-
lamic fMRI activation was not as robust as the responses detected
in S,. This observation recapitulates the well-documented role of
the thalamus for input relay in the somatosensory pathway to the
cortex via an afferent path. The PDC data, on the other hand, hint
at the functional influence of cortical activity on the thalamus,
which has often been neglected despite the obvious anatomical
presence. Based on the unidirectional PDC results, we suggest that
cortical activity dominates overall inputs to the thalamus during
rest, particularly without the sensorimotor stimulation.

We posit that various sources of noise cause inaccurate
estimation of the PDC value, thereby leading to incorrect
interpretation of the connectivity network. Therefore, under-
standing the nature of noise and effective significance level of
PDC values is highly important to improve the measurement
accuracy. First, using model simulation, we demonstrated that
the inclusion of simple white noise does not affect either the
significance threshold (Fig. 64) or the PDC analysis result. In
addition to nondiscriminatory white noise, we investigated the
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Fig. 5. Connectivity diagrams derived from cross-correla-
tion r (A) and partial coherence (B) and PDC (C) analyses
for the entire frequency and low- and high frequency
groups. For cross-correlation, the line thickness illustrates
correlation coefficients (r threshold = 0.35). For partial
coherence and PDC diagrams, the line thickness scaled with
the connection strength (i.e., difference between in vivo and
postmortem values), whereas the opacity divides the
percentage frequency width (frequency width of signif-
icant values =+ total frequency range 0.01-0.5) into 3
groups (black = 10% > dark gray = 5% > light gray).
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A

Fig. 6. Simulation results of the PDC values using an
assumed network with the inclusion of white noise (A) and
hypothetical systematic noise (B). The structure of the B
model and estimated casual flows by PDC were shown as
matrices. The red lines represent averaged PDC values of
signals s,(7) and s,(#) at the fixed frequency, whereas black
lines denote PDC values of 0-mean uncorrelated white
process w(t) in set I and order p,(f) in set 2.

effects of randomly patterned interactive signals on the simu-
lated resting-state fMRI data using the general form of PDC
already described in the previous studies (Baccald and Sameshima
2001; Schelter et al. 2006). Although hypothetical, these types of
spatiotemporal noises, which may be derived from nonneural
physiological fluctuations and inconsistent MRI signals (e.g.,
cardiac cycle, scanner vibration, etc.), well-mixed in the true
neurohemodynamic signals as aliased forms are likely the most
detrimental factor for accurate determination of the causative
events. As described in Fig. 6B, a causal network composed of
signals with noise cannot be completely distinguished from the
network consisting of noise only even when the calculated PDC
significance threshold is applied. However, more importantly, the
results also demonstrated that application of an assumed or indi-
rect PDC threshold that is lower than the true threshold may result
in a high number of false-positive, frequency-dependent connec-
tions and therefore alter the interpretation. These simulation re-
sults further emphasize the importance of understanding the ef-
fects of systematic noise before determining meaningful PDC
values. In addition, model-based errors can be also considered as
significant factors in the accuracy of PDC analysis. For instance,
both increasing the number of ROIs and selecting the inadequate
VAR model order p are known to increase estimation inaccuracy
(Sato et al. 2009; Schelter et al. 2006). Interestingly, despite the
relatively low sampling rate and length (compared with electro-
encephalogram), neither the model order nor number of ROIs was
much influential in this work, in which the tested VAR model
order ranged between 4 and 10. Thus it is important to specify the
measurement criteria and significance threshold in each study condi-
tion to delineate accurately the PDC-based connectivity. As the
effects of physiological noises appear negligible, we suggest that the
MRI system causes the patterned noises, the predominant source of
error in the PDC analysis of resting-state fMRI time series.
Recently, Smith et al. (2011) demonstrated rather poor perfor-
mance of the PDC method when directly applied to analyze
simulated fMRI data, and others also suggested that VAR-based
method based on the temporal precedence might not be the most
appropriate approach to delineate functional connectivity without
considering generative model or supertemporal resolution (Friston
2011; Roebroeck et al. 2011). Despite these drawbacks, we posit
that performance of the PDC method can be significantly improved
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with determination of proper threshold values. The current study
shows that PDC connectivity network patterns derived from the
comparison between in vivo and postmortem conditions are highly
similar to those acquired from cross-correlation and partial coherence.
Moreover, clusters of two frequency bands were also observed in
statistically significant connections identified by both partial coher-
ence and PDC methods. Although direct verification is desirable, the
results indirectly imply that the proposed PDC method is appropriate
to investigate casual networks based on resting-state fMRI signals.
In summary, to assess frequency distribution of the causal
connectivity in the rat sensorimotor system, we calculated the
statistically significant PDC values by comparing data acquired
from in vivo and postmortem conditions. Additionally, signal
simulations were performed in conjunction with in vivo, postmor-
tem, and phantom studies to address the influence of physiological
and system noise on the accuracy of PDC values. The major
findings of this study are: /) significant PDC values are present
not only at low-frequency range (<<0.15 Hz), but also at high
frequency (0.2~0.4 Hz) in rat; 2) the significance threshold for
each in vivo PDC value is frequency-dependent and can be
obtained from postmortem imaging; and 3) there is a significant
causal influence from the motor cortex to the thalamus during
resting state. Despite some limitations, we believe that the fre-
quency dependence of the causal network will contribute to
unravel the signaling process in the brains at rest. Moreover,
application of proper significance threshold and dissociation of the
multiple signal sources discussed in this report will improve the
efficacy of the PDC method and enhance its potential as an
analysis tool for isolating and assessing neural connectivity.

APPENDIX
Cross-Correlation

Cross-correlation is a measure of similarity of two time series. We
used cross-correlation analysis between average time courses of voxels in
ROIs. The correlation coefficient (r) was calculated using the formula

r= [x() — Xlly() — VNV 2 [x() — 3”2 [y() — ¥ (AD)

where x(i) and y(7) represent the ith time point from two time courses,
and ¥ and y represent the means.
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Partial Coherence

Partial coherence measures the linear time-invariant relationship in
frequency domain. Partial coherence Coh,,,(A) between two time
series, x and y, at frequency A given common input k is defined as

| Ry(A) = Ry(MR,(M) |2
[1— [Ra?][1 — [ReM|?]

where R, (M) is the complex coherency of x and y.

The partial coherence Coh,,,(A) can be used to determine whether
the relationship between two time series is the consequence of a
common input, k, or an estimate of the amount of additional improve-
ment for predicting y from x given k. Partial coherence ranges between
0 and 1, where 0 indicates no linear relationship between x and y, and
1 indicates that x is closely related to y at frequency A.

COhxy\k()\) = (AZ)

PDC

PDC is a full multivariate spectral measure, based on VAR modeling,
to determine the direct relationships among given pairs of time series.
This method, introduced as a frequency-domain alternative to Granger
causality, describes the influence between time series x,(f) and x(7) by
estimating predictability whether the knowledge of past values of x(7)
reduces the prediction error for the present value of x(7).

In this study, we used a generalized PDC (GPDC) approach; an
advantage of this approach is its interpretability as a measure of the
strength of connectivity (Baccald et al. 2007; Sato et al. 2009). The
advantage of GPDC lies in its interpretability as a measure of connec-
tivity strengths between neural structures. Thus zero GPDC can be
interpreted as the absence of connectivity at a given frequency, and high
GPDC indicates a strong causal relationship from source to target.

If

x(1) = [x1(0, %(0), ..., x,(D]

is a stationary n-dimensional time series with mean 0 at time ¢, then
a VAR model of order p [VAR(p)] for x is represented by

X(t) = i a(nx(t—r) + &) (A3)
r=1
where a(r) are the n X n coefficient matrix of the model p, and &(7) is
a multivariate Gaussian white noise process. The coefficient a,(r)
describes how the present values of x; linearly depend on the past
values of the components x;. Thus x; is said to Granger-cause x; if the
coefficient a,(r) is non-0 with respect to the full process x; the values
of x; can be predicted by observing the past rth time point values of
x; and said to “x; is Granger-caused by x,.”
To provide a frequency-domain description, we let

A\ =8 — ﬁl a; (e >™V ! (A4)
denote the Fourier transform of the coefficient series a,(r) where §,; =
1 if i = j and 0 otherwise. Then the GPDC III,__;(A)l for a VAR(p)
process is defined as

1

|A] 5

[T (0] = : 1 (A5)
> A5
1 o

k=

From this definition, IIT,__(A)I vanishes for all frequencies A when
all coefficients a;(r) are 0 if x; is not Granger-caused by x; given the
other variables. This suggests that the GPDC IIT,_,(A)! can provide a
measure for the direct linear influence of x; on x; at frequency A. The
model p used in our study was chosen to meet Akaike’s information
criterion (AIC; Akaike 1974; Ding et al. 2000).
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